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1. Introduction

A dynamic environment is one that is always changing, therefore in a game the agent must find a way of noticing changes to their environment working out paths that avoid obstacles at a low cost and are computationally effective to calculate. A\* is a static based path-finding technique where the path will be drawn up from the start taking in the agents location and its target, however as noted by *McCabe, H. Graham, R. & Sheridan, S. (2003)* *“If a dynamic object then blocks the path the agent would have no knowledge of this and would continue on as normal and walk straight into the object.”* This would therefore would mean that the AI would have to try and recalculate a new path around the object adding to the CPU overhead. This is where the need to create more dynamic approaches to path finding to allow for the obstacles in the world to be avoided earlier on, therefore reducing the operating costs.

2. Extended Distance Propagation Algorithm (EDP)

![](data:image/png;base64,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)This approach utilities the abilities of A\* but also labels each point on a map to either be a traversable node (*Free Space*) or and obstacle and only allowing the agent to occupy a free space on the map. *Ji, S. Yang, L. (2012)* illustrate a diagram *Figure 1* which shows one single node that the agent would have to avoid. EDP also uses 16-Adjacency test on nodes to guarantee the most optimal path is generated in a reduced time using the expanded search area. *Ji, S. Yang, L. (2012)* noted that searching *“is only related with the size of the map”* and each node describing its row and column and assigned value to specify if it is clear or not. Due to the small amount of information needed and the search cost relating to the maps size this algorithm remains O(n) where n is the number of grids of the grid map keeping it viable for the use in games due to its low use cost. When it comes to generating the path to follow EDP utilises an approach that is commonly found in real time path finding where any dynamic obstacles are treated as static objects and the path is constantly re-planned when the dynamic obstacles move. The general principal of EDP is that the algorithm spreads out from the target node, If the node that is checked contains an obstacle it is given a specific ID value and the algorithm will test other nodes, storing their minimum cost to the target (Using a diagonal distance heuristic). Once the algorithm reaches the agents nearest node the agent will move to the node within the 16-Adjacency test where the minimal cost is the lowest, repeating until it arrives at the target node or one of the obstacles move, in which case the agent will have a new path generated from its current node to the target again updating the nodes between to make sure they still don’t contain any obstacles.

Figure 1: Regular square grid

with barrier at location 6

3. Dynamic A Star Algorithm (D\*)

The creator of the D\* Algorithm Stentz, A. argues that by creating a global path from all known information then attempting to locally circumvent any obstacles, recreating the path when it is completely blocked off (Which is similar to the process taken with EDP) would allow for a complete approach to creating a dynamic obstacle avoiding path but *Stentz, A. (1994)* notes “*they are also sub optimal in the sense that they do not generate the lowest cost path given the sensor information as it is acquired and assuming all known, a priori information is correct*”. This is why Stentz, A. created the D\* Algorithm which works with a map under any state, be it full or empty or containing partial information about the environment and claims to be able to similar but far more efficient than the brute force optimal re-planning approach which is used in the EDP Algorithm. Just like in the A\* algorithm D\* maintains an OPEN List of nodes which is used to calculate the path costs between nodes. Each node contains a tag which specifies whether or not it is on the open list (Being evaluated) or not. For each node in the map D\* will contain information about the total arc cost between itself and the target node calculated through the Euclidean heuristic function that is used “h(G,X), which Stentz, A. (1994) noted “*Given the proper conditions, this estimate is equivalent to the optimal (minimal cost) from state X to G* (node to the target)*”*. D\* will use what is known as the PROCESS-STATE to compute the most optimal path it can to the goal and then uses a MODIFY-COST to change the arc cost and enter the affected nodes (Ones with obstacles) to the OPEN List to be recalculated. All nodes at the start will under a CLOSED List and the PROCESS-STATE will be called until the path has been tracked to the agent’s node or the algorithm cannot find a route to them (returning a -1). The agent will then follow a path until they reach the goal or come across an obstacle where the affected node will be added to the OPEN List again to be recalculated. Stentz, A. (1994) noted that “*Let Y be the robot's state* (Node) *which it discovers an error in. By calling PROCESS - STATE until it returns Kmin >= h(Y), the cost changes are propagated to state Y such that h(Y) = o(Y). At this point, a possibly new sequence { Y) has been constructed, and the robot continues to follow the back pointers in the sequence toward the goal.”* Which means that the when a node is found to have an obstacle it will be added to the OPEN list and marked as RAISE, but before its cost is increased it will check its neighbouring nodes to work out if the cost can be reduced or not, This therefore creates a map that where obstacle nodes and their neighbours will be given newer increased costs to reduce the effectiveness of creating a path near them, furthermore this will make the path generated to be away from the obstacles where the cost is higher due to it attempting to find the cheapest path.

4. Lifelong Planning A\* (LPA\*)

This algorithm was developed by Sven Koenig, Maxim Likhachev and David Furcy in 2002 and aimed to utilise A\* but turns it into an incremental algorithm that only updates the costs of nodes which correspond to the path generated. They describe the algorithms starting process as “*Its first search is the same as that of a version of A\* that breaks ties in favor of vertices with smaller g-values but many of the subsequent searches are potentially faster because it reuses those parts of the previous search tree that are identical to the new one.“* The algorithm works this way by calculating the initial “g” values of each node the same way that the A\* algorithm will then carries these generated “g” values from search to search. LPA\* also contains “rhs” (right hand side) values which are based on the “g” values generated but are one-step ahead values that are equal to the sum of the cost to the parent node and the travel cost to the current one. This allows the algorithm to compare node values for inconsistencies and mark them as “locally consistent” if its “g” value is the same as its “rhs” value. One of the main differences between LPA\* and A\* is that LPA\* does not make every node locally consistent by using the heuristics generated to focus the search and will only update the nodes’ “g” values that are computationally relevant to the generation of the shortest possible path. Another difference to A\* is that LPA\* does not contain a CLOSED list as it does not need to avoid the chance that a node will be re-checked by using the local consistency checks instead. Comparatively however both algorithms do use a form of priority queue which aims to recalculate the “g” values of all inconsistent nodes (where there are obstacles) with the smallest possible key value. The key value is a 2D vector that is made up of “min((g(s), rhs(s)) + h(s) + h(s)) and min(g(s), rhs(s)) and they are compared and ordered according to a lexicographic ordering. The basic process of the LPA\* algorithm is to set all “g” values to infinity and also setup the “rhs” values so that the only node that is inconsistent at the start is the first (current location) node which is therefore added into the currently empty priority queue with a key generated as explained above; Doing this will make sure that the first search that happens will be the same as the A\* algorithm would find (pending that A\* breaks up any nodes that have the same “f” values). Because LPA\* keeps information about all analysed nodes on the map it can now wait until a nodes cost changes (due to an obstacle appearing) where to maintain Invariant nodes if their edge costs have changed the algorithm would call UpdateNodes() which will update all of the “rhs” and keys of any nodes that potentially are affected by the change to the edge costs as well as adding them into the priority queue if they become locally inconsistent; Once this is completed the new path is generated once again following the same technique as A\*. Koeing, S. Likhachev, M. & Furcy, D. (2002) also noted that “*A locally inconsistent vertex “s” is called locally over-consistent if g(s) > rhs(s). When ComputeShortestPath() expands a locally over-consistent vertex, then it sets the g-value of the vertex to its rhs-value, which makes the vertex locally consistent. A locally inconsistent vertex s is called locally under-consistent iff g(s) < rhs(s). When ComputeShortestPath() expands a locally under-consistent vertex, then it simply sets the g-value of the vertex to infinity.”* (They refer to a vertex where I refer to a node) Due to under-consistent and over-consistent nodes possibly affecting latter nodes and their consistency respectively LPA\* makes sure to once again run ComputeShortestPath() to update the “rhs” values of these nodes, checks their local consistency and adds or removes them of the priority queue as needed. LPA\* will continue to expand nodes until the goal node becomes locally consistent and the key of the next node is not less that the goals.

5. Their Applicability in Games

As we can see from the 3 chosen algorithms they all manage pathfinding and obstacles in a slightly different way, They are all effective in their own rights and will live up to their use under certain circumstances. The EDP Algorithm (2012) suggests that by using a 16-Adjacency test they are able to find better routes around the map and between obstacles (where a reduced search wouldn’t), this however whilst increasing the effectiveness of the path generation will drastically increase the computational cost limiting its effective use in games; Comparatively D\* Algorithm (1994) and LPA\* (2002) are built to work under any form of Adjacency test allowing them to be customised to the map or game’s needs. One other down-side to using EDP in a game is that it will only assume that an obstacle is at a single node therefore the cost of creating a path near to the obstacle is still possible (Where it might be more feasible to go elsewhere) similar to in D\* (1994) where the algorithm will assume that an obstacle is static until it moves, LPA\* (2002) improves on this by setting nodes near to obstacles to have a progressively reduced cost the further away from the actual obstacle they are; this will help to route a path away from a possible obstacle reducing the chance that a path would need to be recalculated along a traversal to a target. This will reduce the cost of a path over the duration of a game due to improved knowledge of the obstacles and reduced number of times a path is recalculated and also suggests that this algorithm is the only one which is smartly avoiding obstacles preemptively. Although the LPA\* algorithm is mostly more computationally efficient than the other two available options it will require a much larger chunk of memory to store the extra needed data used such as the “rhs” value, however due to the increase in stored information any future paths from the same start to finish will be drastically faster that manageable by either EDP (2012) or D\* (1994). Although the storage of each node is much larger on LPA\* when using D\* a path will assume there are no obstacles at first unless it either has previous knowledge of them or comes across one in a traversal of the map, in a game where there will often be a large amount of obstacles are on the map would mean that the effectiveness of D\* is massively reduced due to the constant updates and the costs needed to make them. When comparing D\* and LPA\* together in relation to a game we could also argue that some game agents would rarely follow the same path twice reducing the need to keep constant data on all paths and obstacles around the map even when the agent is potentially nowhere near them. A similar argument could be made towards a game where the obstacles are static or very rarely move, this could be a scenario where using EDP may obtain a much more feasible and better looking path for the player of the game in which the agent would follow, Due to obstacles being static the wouldn’t be the need for extra information to be stored about each node or the map as a whole.

6. Conclusion

As noted above we can see that the various pathfinding algorithms mentioned in this paper are all suitable for games with varying map sizes and more. Whilst EDP would be the most effective and best looking in a small map where the obstacle rarely move it would not be effective in a larger map due to larger number of times a path needs to be re-created. D\* is more complex than the likes of EDP and becomes more useful in a larger map or one that isn’t previously known, along with LPA\* both algorithms would be effective in games where the environment is always changing; for example the agent could be in a RTS (Real Time Strategy) game where they would be required to know about any placed buildings or destroyed land that may cause extra traversal cost or trouble. But overall I feel that LPA\* as a whole is the best option to take when making a game and algorithm to work in a dynamic environment. Even though LPA\* might have a large cost in a big map with all the needed data it will still have the fastest times to find a suitable path and also one that looks safest to the player (one that fully avoids obstacle filled areas) and the affectability of path generation
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